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1. Introduction 
The Alonso-Muth-Mills model of cities establishes the theoretical foundations for household trade-

offs between location and other goods (Henderson, 2014). In the standard urban model, the location 

premium is a function of the access to the single spatial amenity in the model: the central business district 

(CBD), in which all employment is found. In reality, most employment is scattered throughout a 

metropolitan area, with less than 10 percent of all employment in the central business district (CBD) in 

large MSAs (Demographia, 2020). Moreover, the majority of trips from home are not commutes to work 

(Gordon and Lee, 2015). As such, the value of access embedded into a parcel’s location is more than 

simply the opportunity cost of the drive to the CBD. Rather, a large collection of amenities and 

disamenities beyond a property’s lines acts to influence the premium paid for its location. Because of this, 

the standard urban model on its own can fail to accurately capture the nuances of location pricing within 

cities.  

More importantly, the various amenities and disamenities that are capitalized into location premia can 

change markedly over time – both via changes in their levels and the way markets price them. 

Unfortunately, few hedonic analyses of house prices control for these temporal changes explicitly and 

comprehensively. Instead, it is common for the collection of spatial amenities to be controlled for using 

static locational fixed effects. In a cross-section, these controls net the spatial amenities that are capitalized 

into a location. Over time, however, cities change, as do the neighborhoods within them. As such, location 

fixed effects actually represent the average contribution of changing local amenities and disamenities to 

the value of house’s location over time. If we are interested in identifying the temporal impacts of changing 

fundamentals or policies, the use of static location fixed effects will permit omitted local trends to be 

commingled with other variables that are correlated with time. 

We know that access to local amenities is not uniform within a metropolitan area. Tiebout (1956) 

identified differential tax and public amenity bundles within a metropolitan area. We know that access to 

retail (Couture et al., 2019), crime (Bayer and McMillan, 2012), and school quality (Nguyen-Hoang, P. 

and Yinger, 2011) clusters. And when we move a hypothetical identical house across different 

neighborhoods within a metropolitan area, its price can vary significantly. We also know that house prices 

within a metropolitan area can vary widely (Bogin, Doener, and Larson, 2019; Malone and Redfearn, 
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2022). Clapp, Cohen and Linderthal (2023) conclude that “Over time almost all of any change in property 

value is allocated to land residuals.” While we do not measure land prices in this research, we want to 

capture the relative movements in the implicit price paid for a house due to its location.  

Urbanization, suburbanization, and gentrification all represent broad trends that essentially reorganize 

spatial housing submarket hierarchies – and all represent realizations that would invalidate the use of 

location fixed effects. Beyond these large secular trends, cities and neighborhoods evolve as local 

fundamentals evolve within them: better schools, reductions in crime, and shifting retail opportunities 

should all be capitalized into location premia. And where these changes in location premia are omitted, 

the fact that the distribution of physical housing characteristics varies systematically across a city suggests 

that the impacts that should be reflected in location premia may instead end up in the estimated shadow 

prices of the physical housing characteristics. Worse yet, these temporal changes in the value of location 

may complicate the interpretation of difference-in-difference approaches or repeat-sales indexes, which 

typically require that local fixed effects are actually fixed over time. Where they are not fixed, the 

identification of the impact of, say, a spatial policy change, may in fact result from spurious changes in 

the value of location. While it is common to impose time-invariant locational fixed effects, this assumption 

is seldom tested. Instead, the substantial dynamism that occurs within metropolitan areas is implicitly 

ignored in using these location fixed effects.  

In this paper, we develop a novel methodology for disentangling the location premia from the many 

other sources of heterogeneity embedded in a house price: hex-based “semi-local” regressions (SLR). This 

methodology provides the geographic flexibility offered by more complex tools such as locally weighted 

regressions, while maintaining the simplicity and computational speed afforded by traditional cross-

sectional hedonic techniques. Using this SLR methodology, we undertake a formal analysis of how the 

distribution of location premia changes over time. We find that the spatial and temporal variation of 

location premia is neither monocentric nor stable over time. Because these findings pose challenges for 

many of the empirical approaches that use house price data as part of urban research, we introduce a 

possible way forward that embraces local dynamism rather than imposing its absence. 

To implement our SLR methodology, we first partition the single-family residential Maricopa County, 

Arizona into a grid of hexes. We then run standard log-linear hedonic regressions on overlapping 

subsamples of the data. The choice of hexes to select subsamples is driven by their symmetry. The hex 

structure allows us to construct subsamples of sales which are drawn from a center hex and up to six 
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adjacent hexes. Using data from each seven-hex subsample, we run a standard hedonic regression, 

controlling for property characteristics, time, and the location fixed effect associated with the relative 

premia of adjacent hexes. We construct a similar subsample in and around each hex, obtaining a set of 

local implicit prices and location premia. We exploit the symmetry among hexes to estimate a relative 

location premia surface for the entire metropolitan area. Note that while the perfect symmetry of the hex 

is compelling, the same framework of adjacencies can be used when local geographies are not symmetric. 

We demonstrate this by generalizing our SLR approach to Census Tract data. 

Our SLR technique provides a nice balance between the flexibility of locally weighted regression 

(LWR) models with the simplicity of a traditional hedonic specification. Recent research has demonstrated 

how LWR models can be used to more-accurately estimate the shadow prices of property characteristics 

over space, and thereby better estimate the location values of different areas in a city.1 Such models are 

complex and computationally intensive, however, and this complexity can obscure the central urban 

economic questions they are intended to illuminate.  

Like the LWR methodology, our SLR technique allows the shadow prices of a property’s physical 

characteristics to vary over space. Because of this, the resulting locational value surface is free from the 

bias that can arise from the spatial variation in property physical characteristics over the city. In contrast 

to LWRs, however, SLRs are simple and quick to implement, making them a viable tool for addressing a 

variety of policy questions for which accurate location premia estimates may be required. The outcome of 

this framework and semi-local regressions is the goal of this research: a robust estimate of the spatial 

distribution of the premium paid for location. We contrast the location premia derived through this SLR 

approach and show how it differs in meaningful ways from a value surface estimated using standard 

hedonic techniques. Moreover, we are able to apply our technique to different time periods, allowing us 

to document how relative values of different locations withing a metropolitan area change over time.  

Our results show that static location fixed effects mask significant variation that occurs over time 

within metropolitan areas. These results are problematic for empiricists looking to use house prices as 

signals. Recovering the independent impact of a local policy change, for example, will require a more 

sophisticated assessment of what constitutes good “location” controls. 

 
1 See Agarwal, et al. (2021), Bindanset & Lombard (2014), Borst & McCluskey (2008), Cohen, Coughlin and Zabel (2020), 
Longhofer and Redfearn (2022), McMillen (2008), McMillen and Shimizu (2021), among others.  
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Our paper proceeds in several steps. In the next section, we discuss how space and location premia are 

estimated using standard hedonic techniques and why this traditional approach is subject to bias. In Section 

3, we develop our methodology for using hex-based semi-local regressions to estimate the relative location 

premia of neighborhood across a metropolitan area. We implement this SLR technique in Section 4, using 

it to estimate the relative location premia of neighborhoods in Maricopa County, Arizona, and show how 

these locational value estimates differ from those derived using traditional hedonic fixed effects. In this 

section we also demonstrate the results using Census tract geographies, rather than hexes. In Section 5 we 

segment our data into different epochs to demonstrate how these location premia change over time within 

Maricopa County. Section 6 concludes with a discussion of the implications for empirical work when 

location premia change over time.  

2. The Value of Location 
While von Thunen’s model well approximated the location of heavy manufacturing and industry in 

early industrialization, land pricing in more dispersed and polycentric cities today reflects the varied 

bundle of amenities that are located throughout the region. In 1850, job density in cities was located around 

ports, rail lines, and water. Wealthier households and different firm technologies today demand a much 

larger set of amenities and transportation costs have enabled both households and firms to locate well 

outside the traditional CBD. It is the implied access from a given residential location to a large and diverse 

set of spatial amenities that net to the premium that is paid for a given location – that which is valued 

above the value of the service flow from the property characteristics within the property lines. 

The value from capitalized local amenities into land and value from a structure’s service flow represent 

two sources of housing price movement (Bostic, et al., 2007). Indeed, the value of urban land became a 

focus of research in light of the housing bubble and bust in 2006-2011. Davis and Heathcote (2007), 

Nichols, et al, (2013), and Davis, et al. (2017) assess the role of land prices in explaining their role in 

house prices, finding that land prices are more volatile than the value of structures. Davis, et al., especially 

document marked variation in land prices within the Washington, DC metropolitan area. Measuring land 

prices is problematic in metropolitan areas because there are so few observations of vacant land. Vacant 

parcels are the exception in urban areas and may be seen as not representative of all land (Gedal and Ellen, 

2018). Recently, a special issue of the Journal of Housing Economics was dedicated to finding a feasible 
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way of measuring land prices in Phoenix, Arizona (using the same data used in this paper). While there 

are many relevant papers in the issue, we note that Bourassa and Hoesli (2022), as well as Larson and 

Shui (2022) both find that land prices are more volatile the house prices. In the same issue, Longhofer and 

Redfearn (2022) document that the aggregate volatility found among the other papers, was not uniform 

with regard to land prices across the metropolitan area.  

Of course, house prices reflect the buyer’s willingness to pay for bundle of structural and site 

characteristics, as well as access to surrounding amenities and disamenities. In practice, dummy variables 

for neighborhoods or zip codes in hedonic regressions are traditionally used to account spatial variation 

in location premia. Nevertheless, researchers that employ locational dummy variables seldom test if these 

fixed effects are constant over time. Moreover, even if these fixed effects were constant over time, they 

may not accurately measure actual location premia. This is because the shadow prices of the physical 

characteristics of the structures vary across the metropolitan area. As a result, the estimated location fixed-

effect coefficients from a hedonic regression that covers the entire metropolitan area will likely suffer 

from omitted variable bias.  

To see this, consider the traditional hedonic pricing equation that takes a form such as 

 𝑉𝑉 = 𝛼𝛼0 + �𝛽𝛽𝑗𝑗𝑋𝑋𝑗𝑗
𝑗𝑗

+ �𝛿𝛿𝑛𝑛𝐼𝐼𝑛𝑛
𝑛𝑛

+ �𝜏𝜏𝑡𝑡𝑌𝑌𝑡𝑡
𝑡𝑡

 (1) 

Here, V is the value (sale price) of the property, X is a j-dimensional vector of property characteristics 

(building size, number of bedrooms, construction-quality variables, lot size, etc.), I is an n-dimensional 

vector of neighborhood dummy variables, and Y is a t-dimensional vector of time dummies.  

One might be tempted to assume that the estimated neighborhood coefficients, 𝛿𝛿𝑛𝑛, from such a 

regression could be used to measure the relative values of different locations across the metropolitan area. 

After all, the whole purpose of these variables is to isolate neighborhood fixed effects so that the other 

coefficients of the regression can be more accurately estimated. Unfortunately, this is not correct. The 

reason is that the physical housing structures within a given residential neighborhood are generally quite 

homogeneous. For example, homes within a neighborhood are likely to have similar sizes, floor plans and 

construction materials, reflecting the vintage of when they were built. At the same time, past research has 

shown clearly that the Law of One Price does not hold with respect to housing attributes across a 

metropolitan area (McMillen and Redfearn, 2010). That is, the shadow prices of the physical 
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characteristics of homes vary considerably across the metropolitan area. As a result, unless an extensive 

number of neighborhood/building-characteristic interaction terms are incorporated into X, these variables 

will inevitably be highly correlated with the neighborhood indicator variables, 𝐼𝐼𝑛𝑛, leading to the likelihood 

that the estimated 𝛿𝛿𝑛𝑛 will be biased.  

Thus, it is clear that fixed-effect coefficients from a market-wide hedonic regression should not be 

used to estimate relative location premia because both the structure of the housing stock (size, age, style, 

etc.) and the shadow prices of these attributes vary considerably across the metropolitan area. As a result, 

location dummy variables will tend to incorporate both true location premia as well as market preferences 

for the type of housing stock found in each neighborhood.  

This is not just a theoretical problem. Figure 1 shows how the physical characteristics of housing varies 

across neighborhoods in Maricopa County.2 As is typical of many cities, homes on the periphery tend to 

be larger and newer than those in the center. The highest “quality” homes (a measure developed by the 

Maricopa County Assessor) tend to be located in the north, southeast, and especially the northeast edges 

of the city. The same is true for neighborhoods with high percentages of homes in gated communities. 

Similar clustered spatial variation can be seen in nearly all physical characteristics one might include in 

an hedonic regression. Indeed, while it is common to use distance from the CBD to control for land prices, 

the age of a dwelling does a reasonable job replicating the role of this distance in standard models in 

Maricopa because of the obvious correlation between the two.  

[Insert Figure 1 here] 

The spatial correlation of housing attributes would not be a problem if the shadow prices of these 

characteristics were the same across all neighborhoods. Figure 2, however, shows that this is not the case. 

The panels in this figure show the spatial distribution of the shadow prices of these same four physical 

characteristics from semi-local hedonic regressions centered around each neighborhood.3 The first panel 

in this figure shows that price elasticity of additional living area is highest in the northeast part of the city 

and lowest just southwest of downtown and the northwest and southwest edges of the city. Similarly, the 

impact of age is highest in the center of the city and on the northwest and southwest edges, the highest 

 
2 Our hex-based method of defining neighborhoods will be explained below.  
3 The details of this semi-local regression methodology will be described shortly.  
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quality homes are typically found on the periphery and in the highly affluent northeast quadrant, and gated 

communities are located primarily in neighborhoods on the edges of the city.  

[Insert Figure 2 here] 

Combined with the heterogeneity of property characteristics across the city, these varying shadow 

prices suggest that in a traditional hedonic regression – which once again implicitly assumes that the 

hedonic coefficients are spatially invariant – the locational fixed effect coefficients will necessarily be 

biased as the regression erroneously attributes the impact of these physical characteristics to location.  

While Figure 1 makes it clear that the physical characteristics of parcels vary widely across a 

metropolitan area, it also demonstrates that the housing stock tends to be relatively homogeneous across 

neighborhoods that are very close to each other. As a result, the neighborhood fixed-effect coefficients 

should suffer must less from omitted variable bias in regressions that only include “nearby” 

neighborhoods.  

We propose to use this fact to develop a relative location value surface for an entire metropolitan area 

using the location dummy variables from a series of “semi-local” regressions. To do this, we overlay a 

hex grid on the metropolitan area, assigning each parcel to the hex “neighborhood” in which it is located.4 

By adjusting the distances between the hex centroids, we can arbitrarily alter the size of these 

neighborhoods, allowing them to be as large or as small as we desire.5  

For each neighborhood thus defined, we run a semi-local regression that includes all of the sales from 

neighborhood as well as those that are in immediately adjacent neighborhoods, including fixed effects to 

account for differences in values across these neighborhoods. Because adjoining neighborhoods are more 

likely to have homes that are relatively similar to one another, the fixed-effect coefficients from these 

regressions are more likely to capture true locational premia rather than the impact of housing stock 

differences across neighborhoods.  

Due to the hexagonal structure of each neighborhood and the choice to limit each regression to include 

sales only in adjacent neighborhoods, each of these semi-local regressions will include (at most) seven 

 
4 As we discuss below, our methodology is easily adapted to any geography – such a census tracts – for which near neighbors 
can be identified.  
5 Note that others impose convenient geographies to study micro-data. Breidenbach and Eilers (2018) report on RWI-GEO-
GRID data, which allows individual German data to be made public for research purposes when pooled within small grids. 
This local, symmetric pooling enabled Breidenbach, Cohen, and Schaffner (2022) to study the impact of Berlin-Tegel airport 
on surrounding apartment rents. 
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neighborhoods with six neighborhood dummy variables. Thus, on their own these regressions will be 

inadequate to uncover relative location premia for an entire metropolitan area. Because we run separate 

regressions for each neighborhood in the metropolitan area, however, we can use the resulting matrix of 

dummy variables to estimate the relative location premia for all neighborhoods across the metropolitan 

area. We turn to describing the specifics of this methodology in the next section.  

3. Semi-Local Regression Methodology 
Consider a set of geographies that define neighborhoods across a metropolitan area. These could be 

census tracts, subdivisions, or other pre-defined or imposed geographical areas. For ease of exposition, 

we will demonstrate our methodology using neighborhoods defined by a hex grid. Columns are indexed 

by letters and rows are indexed by numbers as shown Figure 3. Each neighborhood is adjacent to other 

neighborhoods; with a hex grid, there are at most six adjacent neighborhoods, but this maximum can vary 

with other geography definitions. For example, neighborhood C3, highlighted in green, is adjacent to 

neighborhoods B2, B3, C2, C4, D3, and D4.  

[Insert Figure 3 here] 

Consider how we might estimate the relative value of neighborhood B2 (highlighted in darker blue) 

compared to C3, denoted as 𝜌𝜌𝐵𝐵2𝐶𝐶3. First, we could run a regression that includes sales from neighborhood 

C3 and each of its neighbors, including dummy variables for each of these adjacent neighborhoods. Let 

𝛿𝛿𝐵𝐵2𝐶𝐶3 be the coefficient on the dummy variable for neighborhood B2 in the regression centered on 

neighborhood C3; other coefficients will be denoted similarly. Because neighborhoods C3 and B2 are 

quite near one another, the housing stock in each should be relatively similar, as should the shadow prices 

of the physical housing characteristics.6 As a result, 𝛿𝛿𝐵𝐵2𝐶𝐶3 provides a direct estimate of the relative value of 

land in neighborhood B2 compared to C3 with minimal omitted variable bias.  

This is not the only way we might estimate this relationship, however. Suppose instead that we ran a 

regression centered around neighborhood B2. In this case the negative of the coefficient 𝛿𝛿𝐶𝐶3𝐵𝐵2 would also 

estimate the relative value of land in B2 compared to C3. If these coefficients were estimated without 

error, we would have 𝛿𝛿𝐵𝐵2𝐶𝐶3 = −𝛿𝛿𝐶𝐶3𝐵𝐵2: the two coefficients would be the exact negatives of each other. In 

 
6 Figures 1 and 2 demonstrated that both of these two claims are true for the hex grid we imposed on Maricopa County.  
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practice, however, each regression will include data that the other does not. For example, sales from 

neighborhoods C4, D3, and D4 will be included in the regression centered around C3 but not in the one 

centered around B2, while sales from neighborhoods A1, A2, and B1 will be included in the regression 

centered around neighborhood B2 but not the one for C3. Thus, these two estimates of the true relative 

value 𝜌𝜌𝐵𝐵2𝐶𝐶3 will likely differ from each other slightly.  

There are yet other ways of estimating the relationship 𝜌𝜌𝐵𝐵2𝐶𝐶3. For example, the coefficient 𝛿𝛿𝐵𝐵3𝐶𝐶3 estimates 

the relative value of B3 compared to C3, while 𝛿𝛿𝐵𝐵3𝐵𝐵2 estimates the relative value of B3 compared to B2. 

The difference between these two coefficients, 𝛿𝛿𝐵𝐵3𝐶𝐶3 − 𝛿𝛿𝐵𝐵3𝐵𝐵2, is therefore another way of estimating the value 

of neighborhood B2 compared to C3, as is the difference between the coefficients 𝛿𝛿𝐶𝐶2𝐶𝐶3 and 𝛿𝛿𝐶𝐶2𝐵𝐵2. Still more 

estimates come from the coefficients of the two regressions centered around neighborhoods B3 and C2 

(see Figure 4). 

[Insert Figure 4 here] 

In general, there will be 2 + 2𝑛𝑛 different ways of estimating 𝜌𝜌𝑗𝑗𝑖𝑖 , the true relationship between 

neighborhoods i and j, where n is the number of other neighborhoods that are adjacent to both i and j.7 As 

noted above, if all of the coefficients from these regressions were estimated without error, each method 

would give us an identical value for 𝜌𝜌𝑗𝑗𝑖𝑖 . In practice, however, each is estimated imprecisely because each 

uses data from a different subset of neighborhoods. Equally weighting these estimates, we can calculate 

the relative value of land in neighborhood j compared to an adjacent base neighborhood i as follows:  

 𝜌𝜌𝑗𝑗𝑖𝑖 =
𝛿𝛿𝑗𝑗𝑖𝑖 − 𝛿𝛿𝑖𝑖

𝑗𝑗 + ∑ �𝛿𝛿𝑘𝑘𝑖𝑖 − 𝛿𝛿𝑘𝑘
𝑗𝑗�𝑛𝑛

𝑘𝑘=1 + ∑ �𝛿𝛿𝑗𝑗𝑘𝑘 − 𝛿𝛿𝑖𝑖𝑘𝑘�𝑛𝑛
𝑘𝑘=1

2 + 2𝑛𝑛
 (2) 

For example, with the hex-based neighborhoods in Figures 3 and 4, the relative value of neighborhood B2 

compared to the base neighborhood C3 becomes 

 𝜌𝜌𝐵𝐵2𝐶𝐶3 =
[𝛿𝛿𝐵𝐵2𝐶𝐶3 − 𝛿𝛿𝐶𝐶3𝐵𝐵2 + (𝛿𝛿𝐵𝐵3𝐶𝐶3 − 𝛿𝛿𝐵𝐵3𝐵𝐵2) + (𝛿𝛿𝐶𝐶2𝐶𝐶3 − 𝛿𝛿𝐶𝐶2𝐵𝐵2) + (𝛿𝛿𝐵𝐵2𝐵𝐵3 − 𝛿𝛿𝐶𝐶3𝐵𝐵3) + (𝛿𝛿𝐵𝐵2𝐶𝐶2 − 𝛿𝛿𝐶𝐶3𝐶𝐶2)]

6
 (3) 

 

Based on this technique, we propose to estimate a relative land value surface across an entire 

metropolitan area as follows:  

 
7 In our hex grid example, there will be six different estimates of 𝜌𝜌𝐵𝐵2𝐶𝐶3. 
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1. Select a geography that will define “neighborhoods” across the metropolitan area. 

2. Estimate semi-local regressions for each neighborhood, with each regression including data 

from the neighborhood in question and each of the abutting neighborhoods.  

3. Use the location fixed-effects coefficients from all of these semi-local regressions to estimate 

the relative land value premium of each neighborhood compared to its adjacent neighborhoods 

(the 𝜌𝜌𝑗𝑗𝑖𝑖’s), using equation 2. 

4. Select a “base neighborhood” as the starting point against which the entire relative land value 

surface will be anchored.  

5. Moving outward from the base neighborhood, use the estimated 𝜌𝜌𝑗𝑗𝑖𝑖’s to calculate the relative 

value of each neighborhood compared to the base neighborhood.  

To further elaborate on step 5 above using our hex grid example, suppose that we had selected C3 as 

our base neighborhood. The value of C3’s immediate neighbors are simply their estimated 𝜌𝜌’s. For 

example, 𝜌𝜌𝐶𝐶2𝐶𝐶3 is the value of neighborhood C2 compared to the center, 𝜌𝜌𝐷𝐷3𝐶𝐶3 is the value of neighborhood 

D3 compared to the center, and so forth.  

Moving outward, “second-ring” neighborhoods can now be valued in a similar fashion using the most 

direct path to the center available. For example, the relative value of neighborhood C1 is estimated directly 

through its relationship with C2, since C2 is its only neighbor that has already been valued relative to the 

base neighborhood C3. As a result, 𝜌𝜌𝐶𝐶1𝐶𝐶3 = 𝜌𝜌𝐶𝐶2𝐶𝐶3 + 𝜌𝜌𝐶𝐶1𝐶𝐶2. In contrast, D2 has two adjacent neighborhoods that 

have already been valued relative to C3. Going through hex C2, we could estimate 𝜌𝜌𝐷𝐷2𝐶𝐶3 as 𝜌𝜌𝐶𝐶2𝐶𝐶3 + 𝜌𝜌𝐷𝐷2𝐶𝐶2. 

Alternatively, we could go through neighborhood D3 and estimate the relationship as 𝜌𝜌𝐷𝐷3𝐶𝐶3 + 𝜌𝜌𝐷𝐷2𝐷𝐷3. Our final 

value for 𝜌𝜌𝐷𝐷2𝐶𝐶3 is simply the average of these two estimates.  

More generally, if there are n neighbors to neighborhood j that have already been valued relative to 

the base neighborhood b, the value of j relative to b can be estimated as 

 𝜌𝜌𝑗𝑗𝑏𝑏 = �
𝜌𝜌𝑖𝑖𝑏𝑏 + 𝜌𝜌𝑗𝑗𝑖𝑖

𝑛𝑛

𝑛𝑛

𝑖𝑖=1

 (4) 

 

Iterating this process over every neighborhood allows us to estimate a land value surface for the entire 

metropolitan area, all relative to a base location.  
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Of course, every method offers trade-offs. This SLR provides a novel way of estimating and testing 

the dynamics of location premia, but it does so by imposing local linearity. Indeed, while we motivate the 

approach by showing spatially varying shadow prices, we then impose fixed parameters. But we do this 

in only highly local samples. Our implicit assumption is that there is less variation in shadow prices across 

nearby neighborhoods than there is across the entire metropolitan area, an assumption that appears to be 

borne out by Figure 2.8 

4. Empirical Analysis 
We demonstrate our new methodology using data on residential sales from Maricopa County, Arizona. 

Maricopa is home to Phoenix, a large and rapidly growing metropolitan area. It attracted out-sized capital 

flows during the housing bubble and its house prices reflected that on both the boom side and the bust. 

Since hitting bottom in 2009, the housing market there has tripled in price, but has only recently returned 

to pre-bust price levels. This is a housing market for which we anticipate a great deal of local variation. 

The aggregate churn in prices suggests a potential for greater local variation in price appreciation. 

 Our home sales data were provided through the Lincoln Institute for Land Policy and collected by 

the Maricopa County Assessor’s Office, which collects and maintains property characteristic and sales 

data for use in their computer assisted mass appraisal (CAMA) efforts following guidelines established 

by the International Association of Assessing Officers (IAAO). Improved parcel sales were identified as 

transactions classified with a “Single-Family Residential” property type containing a single living unit 

with at least 400 square feet of finished living area. We eliminated parcels with lots smaller than 6,000 

square feet (the minimum developable lot size under the current zoning code) and those larger than 

100,000 square feet.  

We next created a hex grid that spans all of the sales in our data. Our baseline grid has 50 hexes per 

row and 37 total rows of hexes.9 The resulting east-west distance between hex centers is just under 2 miles, 

and the land area of each hex is just over 4 square miles. Each sale is assigned a neighborhood based on 

 
8 Alternatively, it could be possible to use McMillen’s (2015) semi-parametric approach to estimate location premia, while 
retaining nonparametric pricing for the coefficients on the housing and property characteristics. We felt the SLR provided 
enough flexibility to test for static location fixed effects. 
9 We calculated local premia surfaces for numerous grid sizes – 25, 35, 50, 65 and 75 hexes per row. We found much the 
same qualitative surface dynamics. We report the 50-hexes per row results because the smaller hexes implied many hexes 
with insufficient observations, while the larger hex sizes over-smoothed local variation in the price paid for location. 
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the hex in which the property is located. In order to ensure sufficient sales for every semi-local regression, 

we restricted our analysis to include only hexes with at least 50 sales over the 12-year period.  

Our final Maricopa County sample includes 630,531 single-family home sales from 2007 through 

2018, spread across 441 different hex neighborhoods. Table 1 provides an expositional description of the 

variables used in our analysis, while Table 2 shows the summary statistics for each of these samples. Over 

this time frame, the typical home sale in Maricopa County involved a 21-year old house with 1,919 square 

feet of living area sitting on an 8,141 square foot lot. The median sale price was $225,000, or $116.02 per 

square foot.10  

[Insert Tables 1 and 2 here] 

Using these data, we run a traditional hedonic price regression using a standard set of variables 

including total living area, lot size, proxies for building quality (number of bathroom fixtures and quality 

rating), and indicator variables for special lot characteristics (gated community, golf course lot, arterial 

fronting, and mountain lot). The specification also includes time (year of sale) and location (hex id) fixed 

effects.  

The results of this regression are shown in the first column of Table 3.11 Overall this would generally 

be considered a strong model. The adjusted R-square is very high, and each of the estimated coefficients 

has the right sign and is a reasonable magnitude.12  

[Insert Table 3 here] 

The remaining columns of Table 3 show the summary statistics of our 441 semi-local regressions 

(SLRs).13 Recall that each of these regressions is centered around a specific hex and includes data from 

that hex and each of its neighboring hexes. Each includes the same explanatory variables as the traditional 

hedonic, but the location fixed effect variables are limited to only those for the six neighboring hexes, 

because each SLR includes only data from these abutting hexes. Before we turn to the estimated 

coefficients, it is worth noting that Table 3 suggests that the individual SLRs appear to be very good 

 
10 Note that the median-priced sale is not the same as the median-sized house.  
11 The year of sale and neighborhood fixed effect coefficients are not shown. 
12 The strong significance of the variables is not surprising given the large number of observations, although one would 
expect these estimates to still be significantly different than zero even with a much smaller sample size.  
13 Note that the p-values shown in these columns are the summary statistics of the p-values from the 441 SLRs and thus show 
the range of p-values obtained from these regressions. Importantly, they are not the p-values of the coefficients reported 
immediately above them.  



Page 13 
 

 

hedonic regressions in their own rights. The 10th percentile of the adjusted R-squares is still 0.737. 

Moreover, the 90th percentile of the p-values for most of the regressors is 0.000, meaning that the 

estimated coefficients are significant at a level greater than 0.1 percent in more than 90 percent of all of 

the SLRs. From this we feel confident about the power of each individual SLR to estimate the local 

shadow prices of physical characteristics and location premia.  

Comparing the SLRs results with those from the traditional hedonic, we see that both the mean and 

median estimated SLR coefficients are generally quite similar to those from the traditional hedonic 

model. These typical values mask significant variation over the city, however. As shown graphically 

earlier in Figure 2, the price elasticity of living area ranges from 0.440 to 0.677 (10th to 90th percentile 

values), while the price elasticity of age ranges from -0.199 to -0.038. Similar variation can be seen 

across other regressors as well.  

Perhaps most relevant to our present application is the variation in coefficients of the lot-based 

indicator variables: Gated community, Golf course lot, and Mountain lot. Notice from Table 1 that these 

characteristics were present in only 4.2, 3.3 and 0.8 percent of the sales, respectively. Even more 

importantly, these lot characteristics tend to be clustered spatially, a fact which can be clearly seen for 

gated communities in the last panel of Figure 1. Indeed, these variables are omitted in many of the SLRs 

because there are no lots with these characteristics in any of the neighborhoods included in that SLR. 

The spatial correlation of these desirable lot characteristics further indicates that the location values 

estimated through a traditional hedonic regression will be unreliable.  

[Insert Figure 5 here] 

Figure 5 shows the estimated location value surfaces derived from our SLR technique (left panel) 

and traditional hedonic fixed-effect coefficients (right panel), both of which have been normalized to a 

common central location (north of Midtown and west of the Phoenix Mountain Preserve). While the 

overall pattern of estimated location values across the metropolitan area are similar across these two 

methods, there are marked differences. These differences are easier to see in Figure 6, which maps the 

difference between the SLR and hedonic value surfaces. This figure makes it clear that the traditional 

hedonic undervalues locations south and west of downtown and overvalues those to the northeast, 

including the affluent communities of Scottsdale, Paradise Valley, and North Scottsdale.  

[Insert Figure 6 here] 
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Upon reflection, this makes sense. While these areas are the most desirable in the area and command 

the highest location premia (as seen in both panels of Figure 5), they also have the highest quality 

structures. That is, part of the higher value of homes in these neighborhoods is due to the fact that they 

have the most expensive houses, independent of the land on which they sit. The traditional hedonic 

intermingles these effects, essentially attributing part of the structure value to the locations themselves, 

thereby overvaluing these locations. The opposite is true in the less affluent areas southwest of downtown 

Phoenix.  

We conducted a number of robustness checks on our hex-based semi-local regression methodology.14 

First, we tested whether the size of each hex affected our ability to estimate relative location premia.15 

While using more hexes makes it possible to identify more nuanced variation in neighborhood premia, 

the general patterns observed in Figures 5 and 6 remained unchanged.  

We also tested whether our minimum number of sales per hex restriction meaningfully impacted our 

results. As one would expect, the power of each SLR does increase with a larger sample size. The 

estimated location premia, however, did not appear to change based on limiting the analysis to hexes 

with more or fewer sales. Our results were also robust to changes in the choice of starting hex for our 

calculations. Essentially, choosing a different center hex to do the relative value surface calculations is 

analogous to choosing a different omitted neighborhood when using fixed effects in a traditional hedonic 

regression, resulting in a level shift across the entire metropolitan area without affecting relative values 

across neighborhoods.  

One feature of our SLR method is that it does not produce standard errors for the surface of location 

premia. To address this, we undertook a standard bootstrap, drawing 100 samples with replacement from 

the original data and calculating the standard error of the estimated location premia across these samples. 

Of the 418 neighborhood value estimates, 90 percent were significantly different from zero at the 5 

percent level. Even more compelling, Figure 7 shows that only 13 percent location fixed effect estimates 

from the traditional hedonic regression fell within the 95 percent confidence interval of the SLR location 

premia. Recall that the standard, static location fixed effects are nested within our SLR approach. As a 

 
14 The results of all of our robustness checks are available from the authors upon request.  
15 Specifically, we re-ran the results after defining neighborhoods using 25, 35, 65 and 75 hexes per row (where more hexes 
per row leads to smaller hex sizes).  
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result, we could have found results that are consistent with the typical OLS approach to modeling local 

amenities. We did not. 

Defining Neighborhoods using Census Tracts 

As discussed above, our SLR methodology is adaptable to any geography for which adjacent 

“neighborhoods” can be identified.16 While we believe that the hex-based framework introduced above 

is extremely flexible and simple to employ, there are certainly circumstances where a researcher may 

wish to use standard pre-designed geographies such as census tracts. Thus, we replicated our analysis 

where neighborhoods are defined using 2020 census tract definitions.  

[Insert Table 4 here] 

The results from this exercise appear in Table 4. The first column shows the results of a traditional 

hedonic regression that includes census tract fixed effects, while the remaining columns show the 

summary statistics from the 934 census tract based SLRs. Comparing these results with the hex-based 

results in Table 3, we see that the estimated coefficients and significance levels are qualitatively 

indistinguishable. The only notable difference between using hexes and census tracts to define 

neighborhoods is that the number of observations used in each SLR varies much less when census tracts 

define neighborhoods as opposed to hexes (a standard deviation of 2,096 vs. 6,199 and an inner-decile 

range of 5,063 vs. 15,988). This is fully expected, of course, as census tracts are designed to have similar 

populations, while hex-based neighborhoods are designed to equalize the land area of each.  

[Insert Figure 8 here] 

Figure 8 shows the relative values of each census tract compared to the center using the SLR (top 

panel) and hedonic (bottom panel) methodologies.17 These maps depict value surfaces very similar to 

those shown in Figure 5 for hex-based neighborhoods, with the highest value neighborhoods located in 

the northeast and to a lesser extent the near-southeast, and lower relative values to the west and far 

southeast. Figure 9 shows the differences between the SLR and hedonic location premia estimates using 

census tracts. As when we defined neighborhoods using hexes, we see that traditional hedonics tend to 

overvalue neighborhoods with the largest and most valuable structures in the northeast, while 

 
16 We thank the editor, Dan McMillen, for suggesting that we pursue this generalization.  
17 Census tract 1068.01 was selected as the center because its geographic centroid is closest to that of the hex used as the 
center in the previous analysis.  
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undervaluing neighborhoods with smaller, lower-quality houses like those southwest of downtown 

Phoenix. Thus, the benefits of the SLR methodology for valuing location premia can be seen regardless 

of whether hexes or census tracts are used to define neighborhoods.  

[Insert Figure 9 here] 

5. Application: Are Fixed Effects “Fixed”?  
We are now in a position to employ our methodology to investigate how location premia change over 

time. To do this, we segment the data into three epochs. Epoch 1 spans 2007 to 2010 (the “bust”), Epoch 

2 spans 2011 to 2014 (the “recovery”), while Epoch 3 spans 2015 to 2018 (the “acceleration”).  

Figures 10 and 11 illustrate how location premia evolved over these epochs in our hex-based 

neighborhoods. In Figure 11, the left panel maps the SLR value surface during Epoch 1 while, while the 

right panel maps the changes in these location premia between Epochs 1 and 2. Figure 12 does the same 

for Epochs 2 and 3, with the left panel showing the Epoch 2 value surface and the right panel showing the 

changes between the epochs. In interpreting these figures, remember that all values are relative a specific 

location near the center of town.18 As a result, any negative premia differences shown in the right panels 

of these two figures do not necessarily indicate that property values fell in these neighborhoods. Rather, 

they mean that the premia of such locations declined relative to the central baseline neighborhood 

between the two epochs.  

With this interpretation in mind, the changes depicted in Figures 11 and 12 are striking, indicating that 

the changes in location premia over time are quite large and spatially clustered. Moreover, these changes 

seem to be explainable based on what we know about the evolution of the housing market in Phoenix 

during the housing crash, recovery, and acceleration. While the Phoenix metropolitan area was heavily 

affected by the subprime crisis, the impacts were not uniform across the city. Rather, the arrival of 

subprime lending brought more capital and higher prices in areas that had previously had less access to 

mortgage debt. The crash thereby resulted in particularly sharp declines in prices in lower priced 

neighborhoods, and many of these neighborhoods struggled to recover for years following the end of the 

Financial Crisis.  

 
18 For those who are interested, the center of this benchmark hex is latitude 33.53389, longitude -112.1123.  

https://www.google.com/maps/place/33%C2%B032'02.0%22N+112%C2%B006'44.3%22W/@33.53717,-112.2213187,11.44z/data=!4m5!3m4!1s0x0:0x98b29987e584eef!8m2!3d33.53389!4d-112.1123
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[Insert Figure 10 here] 

This is consistent with the spatial patterns of the location premia shown in Figures 10 and 11. During 

the bust (Epoch 1) the values of neighborhoods in southwestern Phoenix fell sharply relative to the higher 

priced, wealthier neighborhoods to the northeast, a pattern that can be seen in the relative location premia 

depicted in the left panel of Figure 10. During the recovery (Epoch 2), the impact of lower cost mortgages 

and lower cap rates was experienced first by luxury markets, and the right panel of Figure 10 shows that 

these neighborhoods did indeed see the greatest increase in relative values, even as location premia in 

much of the rest of the city declined.  

[Insert Figure 11 here] 

As the recovery accelerated during Epoch 3, however, its benefits began to reach those neighborhoods 

in southwest Phoenix that had struggled to rebound from the subprime crisis. Consistent with this, the 

right panel of Figure 11 shows that these neighborhoods saw their relative location premia rise 

dramatically, while the affluent neighborhoods in the northeast saw their relative premia fall. Once again, 

this does not mean that home values fell in these affluent neighborhoods during Epoch 3. Rather, it means 

that the values of other neighborhoods increased at a relatively faster pace.  

We thus conclude that relative location premia do change over time and do so in way that are not 

simply random. As a consequence, locational fixed effects are not, in fact, “fixed.” The patterns above 

make it clear that the relative position of location premia migrate over time in ways that invalidate the use 

of traditional location fixed effects. By using location fixed effects, the dynamics made evident in the 

figures above are left to find other covariates that are correlated. This will likely complicate the results of 

empirical approaches that rely on their stability to recover their parameters of interest. 

6. Implications and Directions for Future Research 
At some basic level, we find studying cities interesting because they change. This is abundantly clear 

to anyone following fights about gentrification in recent years, sprawl and suburbanization in the 1990s, 

the end of American heavy manufacturing in the 1980s, and white flight in the decades before that. Most 

recently, Covid caused a large movement in housing demand from dense, core locations, to larger houses 

in periphery locations. All of these broad dynamics provide larger contexts in which other more local 
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changes occur. Change over time in access or exposure to levels of school quality, crime, retail, and 

employment is typical within metropolitan areas.  

In order to focus on a particular mechanism or dynamic, it has become common practice to impose 

location fixed effects, which implicitly assume that neighborhoods are unaffected by the changes around 

them. One might argue that location fixed effects are an effective tool because, despite all the changes that 

occur within a city, there is much that remains similar over time. The question in this paper is whether it 

is reasonable to use fixed effects in the presence of local change. We find that local neighborhood premia 

change considerably over time within a major metropolitan area, suggesting that so imposing location 

fixed effects is inappropriate and potentially problematic. 

In this paper, we develop a novel semi-local regression (SLR) structure that allows us to extract a 

location premia surface. In an earlier paper, we made use of locally weighted regressions (LWR) to 

explicitly estimate the value of the land for each parcel in our data (Longhofer and Redfearn, 2022). While 

theoretically sound and computationally tractable, the LWR approach was viewed by practitioners as 

complex, and it requires some judgement calls about window size, weighting, and kernel choice. In this 

effort, we have developed a semi-local regression methodology that retains the essential flexibility of the 

LWR, while using a widely accepted hedonic technology. Furthermore, while our SLR methodology can 

be applied to any geography for which adjacent neighborhoods can be identified, defining neighborhoods 

using hexes provided us with a very flexible, symmetric framework that allowed us to estimate a robust 

location premium surface.  

While we found marked spatial variation in the implicit prices on all of the housing characteristics, 

our larger surprise was the extensive and large movements in the implicit prices paid for location. It is 

clear among the results that there is no basis for assuming that spatial fixed effects are in fact fixed. In 

exploring the results, we found patterns fully consistent with patterns of luxury submarkets in Paradise 

Valley and Scottsdale, with exposure to subprime in lower price neighborhoods, and with access to more 

amenities in the burgeoning areas around ASU in Tempe. Clearly, it seems plausible that there are good 

controls to be found among the hexes – many places seem to retain similar ranks over time. But while 

perhaps possible to find these “good” controls, assuming that one can choose any or all of the 

neighborhoods in Maricopa and assume that their relative relationship regarding location premia seems 

decidedly premature.  



Page 19 
 

 

It should be noted that if it was the case that traditional local fixed effects really were fixed, the semi-

local regression and hex approach would find them, as traditional pooled hedonic regressions are a special 

case of the SLR approach. As such, employing the SLR approach in the case when fixed effects are 

appropriate should yield estimates that, while perhaps noisy, would be quite similar to those found through 

traditional techniques – nothing like the clustered and evolving value surfaces we see in our data.  

These results quickly raise other issues. First, does it matter? Does the imposition of fixed effect when 

location premia change matter for the implicit prices, for the implied price index, or for other empirical 

approaches like difference-in-differences (DiD). We showed how much variation there is implicit prices, 

but others have shown this before. We did not explore differences in aggregate house price indexes largely 

because it was not clear how best to do this. The most common quality-controlled price index – the repeat 

sales approach – assumed that all differences outside the price for the housing are constant. It then becomes 

a more nuanced conversation about what is being priced in a price index. But clearly when the bundle of 

local amenities changes and/or their implicit prices change, the interpretation of the repeat sale index 

changes. 

As for the implications of DiD in the presence of changing location premia, we have begun work on 

developing simple placebo tests. A deeper look is beyond the scope of this paper, but our initial forays 

into this suggest that imposing location fixed effects can produce a large number of false negatives and 

false positives. While preliminary, these results are consistent with a growing literature on the fragility of 

DiD approaches. It may be that this fragility is born in part by the inappropriate imposition of statis in a 

world in which metropolitan change is the norm. 

We do not have an easy solution to these challenges. DiD and other quasi-experimental approaches 

have been quite popular in many urban and housing literatures. But in the end, the likely way forward is 

a return of choosing controls using stronger theoretical and empirical basis for inclusion. In this paper, we 

have provided compelling evidence that membership in the same metropolitan area alone is not a solid 

foundation for a good set of controls for the many local amenities and disamenities that we know are 

capitalized in houses.  
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8. Tables 
Table 1 – Description of Variables 
Variable Description 

Sale price Sale price of the vacant lot or improved property sale 
Age of improvements Year of sale minus the year the improvements were constructed; may be 

negative if the home was sold while the improvements were under 
construction 

Arterial fronting A lot located on an arterial road 
Bathroom fixtures Number of bathroom fixtures (bathrooms sinks, toilets, showers, tubs, etc.)  
Living area in SF Total square feet of finished living area 
Lot size in SF Total square feet of land area in the parcel 
Golf course lot A lot adjacent to the fairway or green of a golf course 
Mountain lot A lot located on a mountain 
Quality Residential quality class; values range from 0 to 7 with 3 being average and 7 the 

highest 
 

 

Table 2 – Summary Statistics 

Variable 
 

Mean Std. Dev. 

 
1st  

Percentile 
25th  

Percentile 
 

Median 
75th  

Percentile Max. 

Sale price $280,132 $269,124 $30,000 $145,000 $225,000 $330,850 $1,333,000 

Living area square feet 2,136 917 864 1,511 1,919 2,545 5,137 

Price per square foot $123.64 $65.86 $23.85 $82.48 $116.02 $152.22 $337.02 

Land square feet 11,306 10,309 6,015 7,005 8,141 10,265 55,494 

Age of improvements 25.9 18.7 1 10 21 39 72 

Bathroom fixtures 8.2 3.1 3 6 8 10 17 
Quality 3.451 0.681 2 3 3 4 6 

Gated community 0.042 0.201 0 0 0 0 1 
Golf course lot 0.033 0.179 0 0 0 0 1 
Arterial fronting 0.059 0.236 0 0 0 0 1 
Mountain lot 0.008 0.088 0 0 0 0 0 
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Table 3 – Hedonic and Semi-Local Regression Results using Hex-based 
Neighborhoods – All Years 
  Semi-Local Regression Summary Statistics 

Variable Hedonic Mean Std. Dev. 
10th 

Percentile Median 
90th 

Percentile 

Ln(Living area) 0.583 0.558 0.100 0.440 0.556 0.677 
 (0.000) (0.000) (0.002) (0.000) (0.000) (0.000) 
Ln(Lot size) 0.204 0.203 0.089 0.103 0.217 0.281 
 (0.000) (0.006) (0.039) (0.000) (0.000) (0.000) 
Ln(Age) -0.112 -0.112 0.065 -0.199 -0.105 -0.038 
 (0.000) (0.011) (0.070) (0.000) (0.000) (0.000) 
Bathroom fixtures 0.013 0.014 0.011 0.002 0.013 0.027 
 (0.000) (0.044) (0.156) (0.000) (0.000) (0.079) 
Quality 0.112 0.113 0.110 0.044 0.105 0.172 
 (0.000) (0.019) (0.093) (0.000) (0.000) (0.000) 
Gated community 0.085 0.056 0.132 -0.087 0.042 0.193 
 (0.000) (0.114) (0.238) (0.000) (0.000) (0.498) 
Golf course lot 0.204 0.148 0.138 0.000 0.132 0.308 
 (0.000) (0.042) (0.153) (0.000) (0.000) (0.052) 
Arterial fronting -0.065 -0.062 0.050 -0.131 -0.057 -0.006 
 (0.000) (0.092) (0.218) (0.000) (0.000) (0.440) 
Mountain lot 0.031 0.007 0.096 -0.074 0.000 0.097 
 (0.000) (0.226) (0.286) (0.000) (0.085) (0.695) 
Constant 5.843 6.334 1.169 5.130 6.369 7.549 
 (0.000) (0.003) (0.046) (0.000) (0.000) (0.000) 
Observations 630,531 9,366 6,199 1,602 8,192 17,590 
Adjusted R-square 0.868 0.806 0.056 0.737 0.817 0.866 

 
Notes: The first column shows the results of a traditional hedonic regression including all observations across the entire county; p-
values are shown in parentheses below the coefficients. The remaining five columns show the summary statistics for the 441 semi-
local regressions (SLRs) centered on each hex; summary statistics for the p-values are shown in parentheses below the coefficient 
statistics. These show the range of the p-values obtained in the SLRs, not the p-values of the coefficients reported above them. All 
regressions included year and neighborhood (hex) fixed effects (not shown). The dependent variable in all regressions is the natural 
log of sale price.  
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Table 4 – Hedonic and Semi-Local Regression Results using 2020 
Census Tracts as Neighborhoods – All Years 
  Semi-Local Regression Summary Statistics 

Variable Hedonic Mean Std. Dev. 
10th 

Percentile Median 
90th 

Percentile 

Ln(Living area) 0.548 0.533 0.086 0.436 0.532 0.634 
 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
Ln(Lot size) 0.196 0.197 0.066 0.112 0.201 0.279 
 (0.000) (0.006) (0.054) (0.000) (0.000) (0.000) 
Ln(Age) -0.112 -0.126 0.062 -0.209 -0.123 -0.053 
 (0.000) (0.007) (0.058) (0.000) (0.000) (0.000) 
Bathroom fixtures 0.013 0.014 0.010 0.004 0.013 0.028 
 (0.000) (0.045) (0.146) (0.000) (0.000) (0.112) 
Quality 0.102 0.102 0.069 0.036 0.092 0.186 
 (0.000) (0.024) (0.110) (0.000) (0.000) (0.008) 
Gated community 0.065 0.034 0.134 -0.096 0.000 0.169 
 (0.000) (0.150) (0.253) (0.000) (0.003) (0.590) 
Golf course lot 0.183 0.082 0.113 0.000 0.021 0.258 
 (0.000) (0.093) (0.223) (0.000) (0.000) (0.386) 
Arterial fronting -0.068 -0.069 0.054 -0.136 -0.064 -0.014 
 (0.000) (0.082) (0.205) (0.000) (0.000) (0.323) 
Mountain lot 0.042 0.013 0.082 0.000 0.000 0.043 
 (0.000) (0.242) (0.292) (0.000) (0.077) (0.721) 
Constant 6.041 6.653 0.869 5.657 6.603 7.657 
 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
Observations 631,639 5,069 2,096 2,639 4,845 7,702 
Adjusted R-square 0.882 0.806 0.057 0.728 0.816 0.874 

 
Notes: The first column shows the results of a traditional hedonic regression including all observations across the entire county; p-
values are shown in parentheses below the coefficients. The remaining five columns show the summary statistics for the 934 semi-
local regressions (SLRs) centered on each census tract; summary statistics for the p-values are shown in parentheses below the 
coefficient statistics. These show the range of the p-values obtained in the SLRs, not the p-values of the coefficients reported 
above them. All regressions included year and neighborhood (census tract) fixed effects (not shown). The dependent variable in all 
regressions is the natural log of sale price.  
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9. Figures 
Figure 1 – Spatial Distribution of Physical Characteristics 

 

 
Notes: Panels show the spatial distribution of the physical property characteristics of sales in each neighborhood (defined by 
hexes). Living Area and Age are median values within the hex; Quality and Gated Community are mean values within the 
hex.  
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Figure 2 – Spatial Distribution of Shadow Prices 

 

 
Notes: Panels show how the estimated coefficients of various physical housing characteristics differ across neighborhoods 
(defined by hexes). Coefficients come from semi-local hedonic regressions that includes sales from the neighborhood and 
any adjacent neighborhoods.  
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Figure 3: Defining the Overlapping Regression Samples 
 

 
 
 

Figure 4: Exploiting the Symmetry between Hexes 
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Figure 5: Value Surface Comparisons – All Years 
Hex-based Neighborhoods 

 
Figure 6: Value Surface Differences (SLR - Hedonic) – All Years 

Hex-based Neighborhoods 
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Figure 7: Hedonic vs. SLR Location Premia Estimates 
 

  
  



Page 31 
 

Figure 8: Value Surface Comparisons – All Years 
Census Tract Neighborhoods 

  

 
 

Figure 9: Value Surface Differences (SLR - Hedonic) – All Years 
Census Tract Neighborhoods 
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Figure 10: Epoch 1 Location Premia and Change from Epoch 1 to Epoch 2 

 
Note: The left panel of this figure shows the location premia relative to a central location during Epoch 1 (2007-2010). The 
right panel shows the change in location premia between Epoch 1 and Epoch 2 (2011-2014).  
 
 

Figure 11: Epoch 2 Location Premia and Change from Epoch 2 to Epoch 3 

 
Note: The left panel of this figure shows the location premia relative to a central location during Epoch 2 (2011-2014). The 
right panel shows the change in location premia between Epoch 2 and Epoch 3 (2015-2018).  
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